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about Structure: Adapting Structural Information across Domains for Boosting
Semantic Segmentation," published in IEEE/CVF Conference on Computer Vision
and Pattern Recognition (CVPR).

Hsueh-Ying Lai, Yi-Hsuan Tsai, Wei-Chen Chiu, 2019, "Bridging Stereo
Matching and Optical Flow via Spatiotemporal Correspondence,”" published in
IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR).
Chia-Hsiang Kao, Wei-Chen Chiu, Pin-Yu Chen, 2022, "MAML is a Noisy
Contrastive Learner in Classification," published in International Conference on

Learning Representations (ICLR).
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Wei-Chen Chiu received the B.S. degree in Electrical Engineering and
Computer Science and the M.S. degree in Computer Science from National
Chiao Tung University (Hsinchu, Taiwan) in 2008 and 2009 respectively. He
further received Doctor of Engineering Science (Dr.-Ing.) from Max Planck
Institute for Informatics (Saarbriicken, Germany) in 2016. He joined Department
of Computer Science, National Chiao Tung University as an Assistant Professor
from August 2017 and got promoted to Associate Professor in July 2020. His
research interests lie in the broad field of computer vision and its combination
with various machine learning algorithms. Especially, he focuses on applying

deep-learning-based models on (1) discovering the semantic representations
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and modelling the underlying generative procedure of visual data, (2) performing
editing or synthesis upon visual data, and (3) learning the visual perception. It is
worth noting that, as the recognition on his research works, he won the 2022
“Young Scholars' Creativity Award” from the Foundation for the Advancement
of Outstanding Scholarship (FAOS) and the 2020 “K. T. Li Young Researcher
Award” from the Institute of Information & Computing Machinery. In addition,
from May 2021, he was also hired as a Joint Appointment Research Fellow by
the Mechanical and Mechatronics Systems Lab of Industrial Technology
Research Institute (Taiwan) to help the development of visual perception and
recognition modules in the autonomous driving system, attempting to make

further contribution to the technology advancement of related industry in Taiwan.
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The recent advance of deep learning techniques has brought a magic leap

to various fields. Learning from large-scale labeled/supervised dataset, which is
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one of the key factors leading to the success of deep learning, however has
now turned to be a significant limitation on its extensions to more fields or
the applications on practical scenarios. In addition to the expensive cost on
time and human resource to collect training datasets for different tasks as well
as the inconsistency and bias across various datasets and their corresponding
labeling, the supervised learning scenario typically would suffer from the
issue of overfitting on the training dataset thus leading to worse
generalizability of the learnt models. Dr. Wei-Chen Chiu hence focuses on
improving model generalizability across domains and tasks, particularly with
respect to the computer vision applications, from the perspective of
unsupervised or weakly-supervised learning. His representative works
exemplify such research philosophy, boosting the adaptivity across domains
(e.g. from virtual to real-world domains on the task of semantic
segmentation), connections across tasks (e.g. depth estimation and optical
flow estimation tasks), and the performance of knowledge transfer algorithms

across tasks (e.g. meta-learning) with further analysis.
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I am extremely pleased to receive the Academia Sinica Early-Career
Investigator Research Achievement Award, with being thankful to Academia

Sinica and the review committee for their recognition of my research works.

In addition to being indebted to National Chiao Tung University, National
Science and Technology Council, and all the collaborative industries for their
resource support, my sincere thanks extend to many seniors/colleagues/
collaborators of mine for their invaluable suggestions and encouragement, as
well as the sustained contribution made by my students and lab members, in
which all of the above have paved the way for my achieving the results today.
Furthermore, I would like to express my profound appreciation to my family,
for being my tower of strength and my wellspring of motivation. With their
unwavering support, [ am fortified to maintain my determination, continually

progress, and contribute the wealth of knowledge I have gained to our country.
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